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Introduction. Consider the equation 

2 

U
111 (t) = I>',(u(j))(t) + q(t) for 0 :5 t :5 w, (0.1) 

j=O 

with the periodic boundary conditions · 

u<il(O) = u(il(w) (i = 0, 1, 2), (0.2) 

where w > 0, £, : C([O, w]) --> L([O, w]) (j = 0, 1, 2) are a linear bounded 
operators and q E L([O, w]). 

By a solution of the problem (0.1), (0:2) we understand a function u E 
C2([0,w]), which satisfies the equation (0.1) almost everywhere on [O,w] and 
satisfies the conditions (0.2). 

The periodic boundary value problem for higher order ordinary dif­
ferential equations has been studied by many authors (see, for instance, 
[2, 5, 9, 10, 15] and the references therein). But an analogous problem for 
functional differential equations, even in the case of linear equations remains 
little investigated. Results obtained in this paper are nonimprovable and on 
the one hand generalise the well-known results of A. Lasota and Z. Opial 
(see [10, Theorem 6, p. 88]) for linear ordinary differential equations, and on 
the other hand describe some properties which belong only to functional dif­
ferential equations. In the paper [13], it was proved that the problem (0.1), 
(0.2) has a unique solution if the inequality 

(0.3) 

with d = 128 is fulfilled. Moreover, there was also shown that the condition 
(0.3) is nonimprovable. This paper attempts to find a specific subset of the 
set of linear monotone operators, in which the condition (0.3) guarantees the 
unique solvability of the problem (0.1), (0.2) even ford ;c: 128 (see Corollary 
1.1). It turned out that if A satisfies some conditions dependent only on the 
constants d and w, then K[o,wj(A) (see Definition 0.2) is such a subset of the 
set of linear monotone operators. 

In 1972 H.H. Schaefer [14] proved that there exists a linear bounded 
operator £ E C([O, w]) --> C([O, w]) which is not strongly bounded, that is, 
it .does not have the following property: there exists a summable function 
7J : [0, w] --> .[0, +oo] such that 

l£(x)(t)l :5 'IJ(t)llxllc for 0 :5 t :5 w, x E C([O,w]j. 
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It is well-known (see, e.g., [7, 8]) that the general boundary value prob­
lem for linear functional differential equations with a strongly bounded linear 
operator has the Fredholm property, i.e., it is uniquely solvable iff the corre­
sponding homogeneous problem has only the trivial solution. The same prop­
erty (Fredholmity) for functional differential equations with a nonstrongly 
bounded linear operator was not investigated till 2000. The first step was 
made in [1] for scalar first order functional differential equations. Those re­
sults were generalized for the n-th order functional differential systems in 
[4]. 

Thus, in the present paper, we study the problem (0.1), (0.2) under the 
assumptions that !!0 is a strongly bounded operator and f!j (j 1, 2) are 
bounded, not necessarily strongly bounded, operators. We establish new non­
improvable, integral, sufficient conditions of unique solvability of the problem 
(0.1), (0.2). 

The following notation is used throughout: 
N is the set of all natural numbers. 
R is the set of all real numbers, R+ = [0, +oo[. 
C([a, b]) is the Banach space of continuous functions u : [a, b] -+ R with 

the norm llu[lc = max{[u(t)[ :a~ t ~ b }. 
C2([a, b]) (C3([a, b])) is the set of functions u : [a, b] -+ R which are 

absolutely continuous together with their second (third) derivatives. 
L([a, b]) is the Banach space of Lebesgue integrable functions p : [a, b] -+ 

R with the norm [[p[[L = J: [p(s)[ds. 
If!!: C([a, b]) -+ L([a, b]) is a linear operator, then 

[[!![[ = sup [[i!(x)[IL· 
O<llxllc<l 

If x E R, then [x]+ = ([x[ + x)/2, [x]_ = ([x[- x)/2. 
DEFINITION 1. We will say that an operator!!: C([a,b])-+ L([a,b]) is 

nonnegative (nonpositive), if for any nonnegative x E C([a, b]) the inequal­
ity i!(x)(t) 2: 0 (i!(x)(t) ~ 0) for a~ t ~ b is satisfied. We will say that 
an operator !! is monotone if it is nonnegative or nonpositive. 

DEFINITION 2. Let A C [a, b] be a nonernpty set. We will say that a 
linear operator!!: C([a, b]) -+ L([a, b]) belongs to the set K[a,bJ(A) if for any 
x E C([a, b]), satisfying x(t) = 0 for tEA, the equality 

i!(x)(t) = 0 for a~ t ~ b 

holds. We will say that K[a,bJ(A) is the set of operators concentrated on the 
set A C [a, b]. 
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1. Main Results. Define, for any nonempty set A <;;; R, the continuous 
(see [12] Lemma 2.1) functions: 

. w 
PA(t) = mf{lt- sl :SEA}, <TA(t) = PA(t) + PA(t + 2) for t E R. 

(1.1) 

THEOREM 1. Let A C [O,w], A # 0 and a linear monotone operator 
lo E K[o,wj(A) be such that 

w 

j lo(1)(s)ds # 0. (1.2) 
0 

Moreover, let the linear bounded operators £1>£2, 8 E [O,w/2] and the set A 
be such that the conditions 

(1.3) 

( (8). 2) Jw 128 
1-4 w llo(1)(s)lds S:: W2 (1- ~llt'1ll-llt'2ll), 

0 

(1.4) 

8:::; min{<TA(t): 0:::; t:::; ~} (1.5) 

are satisfied. Then the problem (0.1), (0.2) has a unique solution. 
EXAMPLE 1. The example below shows that condition (1.4) in Theorem 

1 is optimal and it cannot be replaced by the condition 

( (8) 2
) Jw • 128 

1-4 w 
0 

l£o(1)(s)lds S:: W2 ( 1- ~11£1ll-ll£2ll) + c, 

no matter how small c E]O, 1] would be. Let w = 1, A = [O,w], ak = 
3
12 + 16;,k,- 12~k'' fJk = A - i, k E N, and the function Uo E 03([0, 1]) be 
defined by the equality 

{
u(t) 

uo(t) = -u(t- 1/2) 
for 0 :::; t ::; 1/2 

for 1/2 < t :::; i ' 
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where 

and k0 E N is such that 

4 

( ) 
< 1. 

128 + c O<ko 
(1.6) 

Then it is clear that u~)(O) = u~)(1) (j = 0, 1, 2), and there exist constants 
.\1 > 0, .\2 > 0 such that 

I 

( ~1 
+ A2) j lu~'(s)lds = 1- (128 ~~ c:)ak,. (1.7) 

0 

Now, let a measurable function r : [0, 1] -> [0, 1] and the linear operators 
i;: C([O, 1]) _, L([O, 1]) (i = 0, 1, 2) be given by the equalities: 

r(t) - 0 
{ 

0 for u111 (t) > 0 

- 1/2 for u~'(t) :<:: 0' 

io(x)(t) = lu~'(t)lx(r(t)), f;(x)(t) = A;luZ'(t)lx ( i ~ 1) (i = 1, 2). 

From (1.6) and (1. 7) follows that 

I 1 

j l£o(1)(s)l ds :<:: j lv-Z'(s)l ds =a:, < 128 (1- ~liM -liM) + c:. 
0 0 

Thus, all the assumptions of Theorem 1 are satisfied except (1.4) and 
instead of (1.4) the condition (1.4e) is fulfilled with w = 1, 8 = 0. On the 



'· 
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other hand, fr-om the definition of functions Uo, 7 and operators f.i it follows 
that 

u~'(t) = iu~'(t)i signu~'(t) = iu~'(t)iuo(r(t)) = Co(uo)(t), 

C1 (u~)(t) + M-u~)(t) = (:lru~(O) + :12u~(1/4)) iu~'(t)i = 0, 

that is, u0 and u1 (t) = 0 are the different solutions of the problem (0.1 ),(0.2) 
with w = 1, q(t) = 0, which contradicts the conclusion of Theorem 1. 

COROLLARY 1. Let the set A C (0, w] and a linear monotone operator 
Co E K[o,wJ(A) be such that the conditions (1.2), 

w J ICo(1)(s)ids :S : 2 (1.8) 
0 

are satisfied. Moreover, let the linear- bounded oper-ators C1 ,C2 , and the set A 
be such that 

(1.9) 

and 

for- 0 :S t :S ~- (1.10) 

Then the problem (0.1), (0.2) has a unique solution. 
COROLLARY 2. Let 0! E [0, w], (J E [a, w], a linear monotone oper-a­

tor- Co E K[o,wJ(A) and the linear bounded oper-ator-s Cr, C2 be such that the 
conditions (1.2)- (1.4) are satisfied, where 

or 

A=[O,a]u[(J,w], 15= [~-((J-a)]_. 

Then the pr-oblem (0.1),(0.2) has a unique solution. Consider the equation 
with deviating arguments 

2 

U111 (t) = I>i(t)u(j)(ri(t)) + q(t) for 0 :S t :S w, · (1.12) 
j;O 
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where PJ E L([O, w]) and r; : [0, w] -> [0, w] are the measurable functions. 
COROLLARY 3. Let there exist (Y E {-1, 1} such that 

(YPo(t) 2 0 for 0 ::; t ::; w. (1.13) 

Moreover, let 6 E [O,w/2], the functions p;, (j = 0, 1, 2) be such that 

w 

0 < 1- ~IIP1IIL + IIPziiL, j Po(s)ds of. 0. (1.14) 
0 

and let at least one of the following items be fulfilled: 
a) the set A C [0, w] is such that the condition (1.5) holds and 

Po(t) = 0 if ro(t) '/-A 

on [O,w]; 
b) the constants a E [O,w], (3 E [a,w] are such that 

r0 (t) E [a, (3] for 0 ::; t ::; w, 

and 

Then the problem (1.12), (0.2) has a unique solution. 
Now consider the ordinary differential equation 

2 

u111 (t) = LP;(t)·u(Jl(t) + q(t) 
j=O 

where PJ, q E L([O, w]). 

for 0 ::; t ::; w, 

(1.16) 

(1.17) 

(1.18) 

(1.19) 

COROLLARY 4. Let there exist (Y E { -1, 1}, such that the condition 
(1.13) be satisfied. Moreover, let 6 E [O,w/2], the functions PJ (j = 0, 1, 2) 
be such that the conditions (1.14), (1.15) hold, and let at least one of the 
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following items be fulfilled: 
a) the set A C [0, w] is such that mesA# 0, the condition (1.5) holds and 

Po(t) = 0 for- t rf. A; (1.20) 

b) the constants a E. [Q,w], (3 E [a,w] are such that 

Po(t) = 0 for t E [0, a[ U ](3, w], (1.21) 

and 8 satisfies (1.18). 
Then the problem (1.19), (0.2) has a unique solution. 
REMARK 1. As for the case where exist o E { -1, 1}, such that the 

condition (1.13) is satisfied and p1(t) = 0, p2(t) = 0, the necessary condition 
for the unique solvability of (1.19), (0.2) is p0 (t) ';E 0 (see [5, Proposition 
1.1, p. 72}). 

2. Auxiliary Propositions. In the paper [12] the following three lem­
mas are proved: 

LEMMA 1. Let A:;; [0, w] be a nonempty set, A1 = {t + w: tEA}, B = 
Au A1. Then 

min{oA(t): 0::; t::; ~} = min{oB(t): 0::; t::; 
3
;}. 

LEMMA 2. Let o E { -1, 1},A C [O,w], A ';E 0, £0 E K[o,wJ(A), and let 
o£0 be nonnegative. Then, for- an arbitrary v E C([O, w]), 

min{v(s): s E A}leo(1)(t)l::; 

::; oC0(v)(t)::; max{v(s): s E A}leo(1)(t)l for 0 ::; t ::; w. 

LEMMA3. Letae[O,w[, Dc[a,a+w], ce]a,a+w[,and8e[O,w/2] 
be such that 

on(t) ;::: 8 

and Ac = jj n [a, c] # 0, Be= jj n [c, a+ w] # 0. Then the estimate 

(2.1) 
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for all t1 E Ac, t2 E Be is satisfied. 
Let w > 0, a E R, and define the functional D. : C([a, a+ w]) -> R+ by 

the equality 

L::.(x) = max{x(t): a :S t :S a+w} +max{-x(t): a :S t :S a+w}. 

To prove Theorem .1 we need the following lemma which is a consequence 
of the more general result obtained in [3] (see [5, Theorem 1.1]) 

LEMMA 4. Let v E C2([0, w]), and 

v(t) oft canst, v(jl(o) = v(j)(w) (j = 0, 1, 2). (2.2) 

Then the estimate 

is satisfied. 
Proof. Let 

w 
L::.(v') < -t:.(v") 

4 

w(t) = {v'(t) 
v'(t-w) 

for 0 ::; t :S w 

for w < t::; 2w 

In view of (2.2), wE C2 ([0, 2w]) and 

L::.(w(j)) = L::.(v(j+l)) (j = 0, 1). 

Define t;1 E [0, w[, t;2 E]t;b t; 1 + w[, (j = 0, 1) by the equalities 

(2.3) 

(2.4) 

w(j)(t;k) = (-1)k-1 max{(-1)k-lw(jl(t): 0::; t :S 2w} j = 0,1;k = 1,2. 

It follows from the conditions (2.2) that the functions w and w' changes its 
sign on [0, 2w]. Thus 

(2.5) 

0 < L::.(w) = -lw'(s)ds, 0 < L::.(w) = 'jw w'(s)ds. (2.6) 

tu 

In view of the conditions (2.2) 

w'(t) ¥:-canst for t 11 :S t :S t12, (2.7) 
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and/or w'(t) 'I. const for t12 ::; t::; t 11 + w. Without a loss of generality we 
can assume that the condition (2.7) is satisfied. Then from (2.6) by (2.5) 
and (2. 7) we get 

l>(w) < -w'(t12)(t12- tn), l>(w)::; w'(tn)(tn + w- t12). 

By multiplying these estimates applying the numerical inequality 

with regard to (2.4) we obtain (2.3). 0 
LEMMA 5. Let v E C2([0,w]), 

v(t) 'I. const, vUl(o) = vUl(w) (j = 0, 1, 2). 

(2.8) 

(2.9) 

Then for any t1 E [O,w[ and t2 E]t~>w[, exist a E [0, t1 [ and c E]t1 , t 2 [, such 
that 

Proof If v(tl) = v(t2) then (2.10) is obvious. Assume that v(t1)-v(t2 ) > 
0 (ifv(t1) -v(t2) < 0, then, in view of the equality t>(v) = t>(-v), one can 
consider -v instead of v). Then if v0 (t) = v(t)- a with a= (v(t1 ) +v(t2))/2, 
and v1 is the w-periodic extention of v0 to R , we get 

(2.11) 

From (2.9) and (2.11) it follows the existence of a, c E R such that a <t1 < 
c < t2 <a+ w, v1 (a) = v1(c) = v1(a + w) = 0. Then, by using the Green's 
function of the problem 

z"(t) = 0 for a::; t::; c (c::; t::; a+ w), 

z(a) = 0, z(c) = 0 (z(c) = 0, z(a + w) = 0), 

in view the condition (2.11), we obtain the representations 

,, c 

lv1(t1)1 = --- (s- a)v~(s)ds--- (c- s)v~(s)ds, · c - t1 j · t1 - a j 
c-a · c-a 

a ~~ 
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respectively. In view of the conditions ( 2. 9) 

v" (-t) "¥ canst for a ~ t ~ c, (2.12) 

and/or v"(t) "¥ canst for c ~ t ~ a+ w. Without a loss of generality we 
can assume that the condition (2.12) is satisfied. Then from the last two 
equalities on account of (2.11) and (2.12) we get the following estimates 

By multiplyng these estimates and applying the numerical inequality (2.8), 
in view the definition of the function v1, we obtain 

On the other hand, applying the numerical inequality (2.8) we obtain the es­
timate ((c- a)(a + w - c))1

/
2 ~ w /2. From last two inequalities immediately 

follows (2.10). 0 

3. Proof of the Main Results. Proof of Theorem 1. Consider the 
homogeneous problem 

2 

v"'(t) = Lei(vU>)(t) for 0 ~ t ~ w, (3.1) 
j:::::.O 

v(i)(O) = v<i>(w) (i = 0, 1, 2). (3.2) 

In the work (see [4, Theorem 1.1]) it is proved that if ei (j = 0, 1, 2) are 
bounded operators then the problem (0.1), (0.2) has the Fredholm prop­
erty. Thus, the problem (0.1), (0.2) is uniquely solvable iff the homogeneous 
problem (3.1), (3.2) has only the trivial solution. 

Assume that, on the contrary, the problem (3.1), (3.2) has a nontrivial 
solution v and lett~, t~ E [0, w[ be defined by relations 

v"(t:) = (-1)i- 1 max{(-1)i- 1y"(t): 0 ~ t ~ w} for i = 1,2. 



358 S. MUKHIGULASHVILI AND B. PUZA 

Without loss of generality we can assume that t) :::; t~. Then, if h = [tj, t~] 
and / 2 = [0, tj] U [t~, w], in view of (3.2) it is clear 

1 v"'(s)ds = -6.(v"), 1 v111(s)ds = 6.(v"). (3.3) 

h h 

If v(t) =canst, then from (3.1) we obtain a contradiction with the condition 
(1.2), i.e. v(t) ~ canst. Consequently, in view of the conditions (3.2), the 
function v(i) (i = 1,2) changes its sign on [O,w] and llv(illlc < 6.(vCil) (i = 
1, 2). From these inequalities and Lemma 4 we obtain 

lw 

j lfi(v<il)(s)lds:::; IIR;II6.(vCil):::; (~r-i llt';ll6.(v") (i = 1,2). (3.4) 

0 

Then the integration of (3.1) on h and / 2 respectively, in view of (1.3), (3.3) 
and (3.4) yields 

0 < fJ6.(v"):::;-1 t'0 (v)(s)ds, 0 < fJ6.(v"):::; 1 t'0(v)(s)ds, (3.5) 

h h 

where fJ = 1-llt',llw/2 -llt'2ll- Now, let t'o be a nonpositive operator. Then 
from (3.5) and Lemma 2 it follows that 

0 < ( -1); 1 t'0(v)(s)ds:::; ( -1)i-1v(t;) 1 lt'0 (1)(s)lds (i = 1, 2), (3.6) 

~ ~ 

where t 1 , t 2 E A are such that 

v(t 1 ) = max{v(t): tEA}, v(t 2 ) = min{v(t): tEA}. (3.7) 

From (3.6) and (3.7) it is cla:er that function v change its sign on A and then 

v(t 1 ) > 0, v(t2 ) < 0. (3.8) 

On the other hand, from (3.5) and (3.6) the estimates 

0 < fJ6.(v"):::; v(t1) 1 lt'o(1)(s)lds, 0 < fJ6.(v"):::; -v(t2) 1 lt'o(l)(s)lds, 

h h 

it follow. By multiplying these estimates and applying the numerical inequal-
ity (2.8) we get . 
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w 

0 < f36.(v")::; v(t1
) ~ v(t2

) j lfo(1)(s)l ds. (3 .. 9) 

0 

Reasoning analogously, we can see that this estimate is valid also in the case 
where £0 is nonnegative. Then, in view of (3.9) and Lemma 5, exist a E [0, tl[ 
and c E]t1, t 2 [, such that 

( ) 

1/2 w 

f3 < ':!._ (c- t1)(t1- a)(a + w- t2)(t2- c) j lfo(1)(s)l ds. 
16 (c- a)(a+w- c) 

(3.10) 

0 

Now, let the set B be defined as in the lemma 1 and D = B n [a, a+ w]. 
Then from lemma 1 and the condition (1.5) it follows u5 (t) 2': o and in view 
of the relation DC Bit is clear that un(t):::: uB(t) for a::; t::; a+ w/2. 
Consequently 

w 
un(t) 2': o for a::; t ::0: a+ 2· (3.11) 

On the other hand from definition of a, c, tb t 2 we gat 

a< t 1 < c < t 2 < a+w, t 1 E Dn [a,c], t 2 E Dn [c,a+w]. (3.12) 

In view (3.11) and (3.12), all the assumptions of Lemma 3 are satisfied. 
Thus from (3.10) by (2.1) we get the contradiction to (1.4). Consequently, 
the problem (3.1), (3.2) has only the trivial solution. 

Proof of Corollary 1. Let o = ~F1~8 (1- ~11£1 11-11£2 11). Then, on 
account of (1.8) - (1.10), we obtain that the conditions (1.3) and (1.5) of 
Theorem 1 are fulfilled. Consequently, all the assumptions of Theorem 1 are 
satisfied. 

Proof of Corollary 2. It is not difficult to verify that if A = [a, fJ] (A = 
[0, a] U [fJ,w]), then 

for 0 < t < w 
- - 2 

(3.13) 

Consequently, in view of the condition (1.111) ((1.11 2)), all the assump­
tions of Theorem l are satisfied. 
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Proof of Corollary 3. Let fj(u)(t) = pj(t)u{rj(t)) (j = 0, 1, 2). On ac­
count of (1.13)- (1.15) we see that the operator f 0 is monotone and the 
conditions (1.2), (1.3), and (1.4) are satisfied. · 

a) It is not difficult to verify that from the condition (1.16) it follows that 
f 0 E K[o,wj(A). Consequently, all the assumptions of Theorem 1 are satisfied. 

· b) Let A = [a, ,6]. Then in view of the condition ( 1.17) the inclusion 
C0 E K[o,wJ(A) is satified. The inequality (3.13) obtained in the proof of 
Corollary 2, by virtue of (1.18), implies the inequality (1.5). Consequently, 
all the assumptions of Theorem 1 are satisfied. 

Proof of Corollary 4. The validity of this assertion follows immediately 
from Corollary 3 a). 
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