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Frequency of earthquake occurrences in Caucasus is investigated on hourly and daily time scales. The observation
period is 51 years, which is sufficiently long to perform a reliable statistics. Several methods (power spectrum,
wavelet and Hilbert–Huang transformation) are applied to earthquake time series. Our findings show that earth-
quakes hourly and daily occurrence is not characterized by the dominant frequencies. However, many different
oscillations with periods from hours to years and longer contribute to the frequency content of the earthquake
time distribution, although their amplitude is rather low. The variation of the power of cyclic components in
the temporal features of earthquakes occurrence is not uniform, but their amplification corresponds to the de-
crease of released local seismic energy.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

It is widely accepted that a detailed investigation of the structure of
earthquake energy, space and time distribution is very important for
earthquake hazard assessment as well as for understanding of funda-
mental properties of seismic processes (see e.g. Geller, 1997; Goltz,
1997; Kagan, 1997; Kiyashchenko et al., 2004; Matcharashvili et al.,
2009; Rundle et al., 2000).

In particular, the analysis of the temporal features of earthquake
occurrences on different time scales represents the focus of intense
research. Several studies based on different conceptual frameworks
are aiming at investigating earthquake temporal patterns using both
field and laboratory data as well as numerical simulations (Ben-Zion
and Lyakhovsky, 2002; Duma and Ruzhin, 2003; Issac et al., 2004;
Lyakhovsky et al., 2001; Matcharashvili et al., 2000; Matcharashvili
et al., 2000; Rundle et al., 2000; Shimshoni, 1971; Telesca et al., 2004a;
etc).Most of such analyses agree that earthquake timedynamics is char-
acterized by switching or intermittent behavior with periods of intense
seismic activity interspersedwith those of low seismicity (Ben-Zion and
Lyakhovsky, 2002; Kiyashchenko et al., 2004; Lyakhovsky et al., 2001;
Pliakis et al., 2012; Telesca et al., 2001; Vallianatos et al., 2012b). The
details of such transition from one state (high seismic activity) to the
other (low seismic activity) are still unclear. At the same time it is
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reasonable to presume that temporal variation of seismic processes
should be caused by stress changes in the Earth's crust, which can be dy-
namically different and of both tectonic and non-tectonic origin (e.g.
Agnew, 2007; Rundle et al., 2000). As a consequence, the question of
earthquakes temporal distribution is still an open problem.Many authors
emphasized the idea of random nature of seismic processes, which
excludes the possibility of regular occurrence of earthquakes (e.g.
Geller, 1997; Geller et al., 1997; Kagan, 1997; Parsons and Geist,
2012). At the same time, evidence of nonrandom features in earth-
quake generation in energy, space and time domains was shown in sev-
eral papers (Goltz, 1997; liopoulos and Pavlos, 2010; Kiyashchenko et al.,
2004; Matcharashvili et al., 2000; Pliakis et al., 2012; Rundle et al., 2000;
Tzanis and Vallianatos, 2003; Vallianatos et al., 2012a).

Moreover, several studies claim the presence of cycles in earthquake
temporal distribution (Berryman et al., 2012; Chen et al., 2012; Cochran
et al., 2004; Kasahara, 2002; Tanaka et al., 2002). For example Metivier
et al. (2009) reported clear correlation between the phases of the solid
Earth tide and the timing of seismic events. These views, though contro-
versial, are in principle consistentwith the background tectonics compris-
ing the complex processes of stress accumulation and stress release. In
this respect it is important to note that the above mentioned non-
tectonic forcings applied to the fault system, though substantially smaller
than tectonic forces (few kPa-s vs. MPa-s (Iwata, 2012)), often are much
more regular in time (e.g. lunar and solar tides, ocean waves, seasonal in-
fluences, etc. (Ide andBeroza, 2001; Iwata, 2012; Tanaka et al., 2002)), and
thus could reasonably explain the evidence of cyclic components in earth-
quake occurrences. The ability of such small external influences to affect
dynamical behavior of large systems is well known; modern concepts of
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complex systems, such as criticality and synchronization, provide a new
scientific impulse for further theoretical developments of possible linking
between earthquakes and different small external forcings (Chelidze
et al., 2006; Peinke et al., 2006; Pikovsky et al., 2003; Rundle et al., 2000).

For example, recentlywas reported about correlation between after-
shocks of the strong Christchurch (New Zealand) earthquake and solid
daily tides, while no correlation with the mainshock was observed
(Chen et al., 2012). Good correlationwith tides and small shallow earth-
quakes was also often reported (see e.g. Cochran et al., 2004; Metivier
et al., 2009; Tanaka et al., 2002).

In the present work, we do not intend to go further in the discussion
about the presence of regular or irregular dynamical behaviors in earth-
quake generation. Instead, based on the observation, that earthquake
temporal distribution is variable, we try to identify, whether the strength
of the weak cyclic components in this process changes during analyzed
period and whether there is any relationship between their possible
change and characteristics of the level of background seismic activity
(i.e. number of occurred earthquakes and released seismic energy).
With this purpose we analyzed hourly and daily frequencies of earth-
quake occurrences in the 51-year long Caucasus seismic catalogue.

1.1. Data and methods of analysis

We investigated the process of earthquakes time distribution based
on the Caucasian earthquake catalogue spanning from 1960 to 2011.
Study area represents the segment of the Mediterranean Alpine Belt
which is located between the still converging Eurasian and Africa-
Arabian lithosphere plates and is a typical wide zone of continent–
continent collision. Fig. 1 shows the distribution of earthquakes in the
used catalogue, whose main characteristics already have been described
in Telesca et al. (2012). Additionally here we shortly describe the type of
network and entire catalogue.
Fig. 1. Epicentral distribution of the earthquakes in
From the beginning of 1960 in former USSR observation network
created for Caucasus region was equipped by high sensitive analogue
seismographs of different types. Mostly, among themwere short period
SKM type, long period SK and SKD. At that time data from adjacent ter-
ritory of Turkey and Iran were available for the same type of network
(thus we should expect spatial but not time rasterization of our data
in Fig. 1). Later the number of seismic stations decreased. For example,
in Georgia, instead of 40 stations in 1991, presently 25 digital seismic
stations are operating, 9 of them are broadband type.

In Fig. 2, distribution of magnitude of completeness (Mc) versus ob-
servation time is presented. According to Fig. 2, the considered catalog
for the thresholdMc = 3 is complete practically forwhole analyzed peri-
od. It is important tomention thatmain results of our analysis below, stay
the same for the time interval from1960 to 2003,whereMc is of the order
of 2.5 and where the later period with Mc very close to 3 is excluded.

In order to remove bias due to the presence of aftershocks, we
declustered the catalogue using the Reasenberg's algorithm (1985)
and selected only the events with magnitude M ≥ 3.0

From this cataloguewe calculated number of earthquakes occurred in
consecutive hours and days of observational period and divided them by
the total number of yearly occurred events; we name these data as fre-
quencies of earthquake occurrences (FEO) (Fig. 3). The hourly and daily
FEO series were then normalized to zero mean and unit variance.

Seismic energy has been calculated from the relation log10Es =
11.8 + 1.5M where M is magnitude (Kanamori, 1977).

To reveal hidden cyclic components in FEO data we used different
methods. The well-known method of the power spectrum, based on
the Fourier transform of the time series, indicates how the power of
the series is concentrated at various frequency bands (Cohen, 1989;
Gutierrez-Estrada and Pulido-Calvo, 2007; Park, 1998; Pasquini et al.,
2006; Santos et al., 2010). However, nonlinear and nonstationary
features that often characterize seismic processes could produce
Caucasus 1960–2011, declustered catalogue.



Fig. 2. Variation of magnitude of completeness (Mc) of declusterized Caucasian catalogue
throughout observation time period.
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misleading results and erroneous interpretations if based solely on the
power spectrum (Cohen, 1989; Huang et al., 1998; Issac et al., 2004).

Much more efficient tool for our research is the wavelet analysis
(Daubechies, 1990), used successfully for non-stationary time-series
in different fields from geophysics to biology, economics, etc.
The main difference between Fourier-based methods (i.e. power
spectrum) and wavelets is that the last one enables a time–
frequency representation of the series through decomposition,
not based on sinusoidal functions. Wavelets use a so-called “mother
function”, from which “daughter” wavelets are obtained by means of a
scaling procedure.Motherwavelet functions, localized in both frequency
and time domains, slide along the time and contracts or stretches in the
high- or low-frequency regions, respectively, allowing the identification
of the dominant modes of variability and their variability through time.
These characteristics permit a multi-resolution analysis of different
data, including geophysical time series (Ashkenazy et al., 1998;
Fig. 3.Hourly (a) and daily (b) FEOs from the declustered Caucasian catalogue (1960–2011,
M ≥ 3.0).
Hloupis and Vallianatos, 2013; Kyriazis et al., 2006; Telesca et al.,
2004b; Vallianatos and Hloupis, 2008).

The wavelet transform of a function x(t) is defined as:

W a; bð Þ ¼ a−
1
2 ∫

∞

−∞
xπ tð Þh � t−bð Þ=að Þdt

Where * indicates complex conjugate, a is the scale dilation param-
eter and b is the translation parameter; a and b physically stand for the
inverses of the frequency and the time. h(t) is the mother or analyzing
wavelet. In the present work we used the Morlet wavelet as a mother
wavelet. The spectral resolution in the wavelet transformation is
achieved by selection of the wavelet size (or by dilating or contracting
the chosen wavelet) and the temporal resolution follows from the loca-
tion of the wavelet relative to the signal (Issac et al., 2004). We used
continuous wavelet transformation (CWT) to calculate the power spec-
trumvariation of the series on time and frequency. The CWT generates a
two-dimensional (period/scale and time) wavelet space, on which the
time series is represented (Issac et al., 2004). However, the CWT is
limited by the Heisenberg's Principle of the time–frequency uncertainty
relationship, according to which time and frequency cannot simulta-
neously be resolved with the same precision. Furthermore, the wavelet
analysis entails the choice of the wavelet mother and that choice may
not be optimal for the time-series being studied (Huang and Shen,
2005; Huang et al., 1998).

A further method that we used to perform our investigation of the
FEO time series, is the Hilbert-Huang Transform (HHT) (Huang et al.,
1998), which is a new approach to the analysis of non-stationary series,
based on the use of an adaptive time–frequency decomposition that
does not impose afixed basis on the data, like in the CWT. Therefore, un-
like the CWT, the HHT is not limited by the time–frequency uncertainty
relationship. The HHT consists of two parts. In the first part, (the empir-
ical mode decomposition—EMD) the series is decomposed into Implicit
Mode Functions (IMFs), putting forward the scale characteristics im-
bedded in the signal (Huang and Wu, 2008); this is carried out by
means of the sifting procedure that is ended according to a certain
stop criterion (Huang and Shen, 2005) (see, e.g., Fig. 11, where the
procedure is illustrated for one of the FEO time series). Each IMF repre-
sents a simple oscillatory mode which plays the role similar to a simple
harmonic function for spectral analysis. At the same time IMF is much
more general because it can have an amplitude and frequency varying
with time, contrarily to the constant amplitude and frequency of a
simple harmonic component (Huang and Wu, 2008). The second part
is the Hilbert transformation of the IMFs, yielding the time–frequency
representation (Hilbert spectrum) of each IMF.

Indicating as x(t) a real signal and as Xn(t) the IMFs, their Hilbert
transform H[Xn(t)] is

Yn tð Þ ¼ 1
π
P ∫

∞

−∞

Xn τð Þ
t−τ

dτ;

where P is the operator called Cauchy principal value. The analytic sig-
nals, Zn(t) are given by Zn(t) = Xn(t) + iYn(t), where i is the imaginary
unit. From the analytic signals we can determine the instantaneous

amplitude An tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn tð Þ2 þ Yn tð Þ2

q
and phase φn tð Þ ¼ arctan

Yn tð Þ
Xn tð Þ

� �
.

The instantaneous frequency is given by f n tð Þ ¼ dφn

dt
. The total amplitude

(or energy) from each frequency component is given by the marginal

spectrum hf, hf ¼ ∫
T

0

A f ; tð Þdt.

The HHT has already been applied in different scientific fields: fluid
dynamics, ocean engineering, finance, system identification, medicine,
seismology, etc. (see e.g. Battista et al., 2007; Ding et al., 2007; Huang
and Shen, 2005; Rao and Hsu, 2008; Tang et al., 2007).
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Fig. 4.Mean values of earthquakes (a) and released seismic energy (b) of M ≥ 3.0 earth-
quakes occurred hourly in Caucasus from 1960 to 2011.

Fig. 5. Power spectrum of original (a) and shuffled (b) daily FEO time series from the
declustered Caucasian catalogue 1960–2011, for events with M ≥ 3.0.
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1.2. Results of analysis

As a preliminary analysis, we calculated the hourly distribution of
the average number of earthquakes occurred (Fig. 4a) and that of the
average released energy (Fig. 4b) in a certain hour of the day, through-
out considered time period from 1960 to 2011. Such analysis aiming to
check if any significant change in the earthquake occurrence could be
associated to a particular hour of the day was important because in
earlier reports strong dependence of the probability of earthquake
occurrence on the hour of daywas claimed for several seismically active
regions (Duma and Ruzhin, 2003; Duma and Vilardo, 1998; Shimshoni,
1971). From our results in Fig. 4, we see some variations in mean values
of the number of earthquakes and the released seismic energy versus the
hour of day, but they are not statistically significant. Thus for Caucasian
region we can not confirm dependence of the number of earthquakes
on the hour of day.

Next, taking into consideration that averaging procedure could
distort and mask subtle features of the time dependent variations in
seismic characteristics, we investigated the hourly and daily FEO time
series, as described in the previous section, bymeans of the power spec-
trum method.

Fig. 5 shows the power spectral density of the daily FEO time series
(similar characteristics are found for the hourly FEO time series, not
shown here). The power spectrum of the original FEO series (Fig. 5a),
does not reveal prevalent cyclic components in the analyzed data
obtained from declustered Caucasian earthquake catalogue. It is flat in
the higher frequency range, like the power spectrum of the shuffled
FEO time series (Fig. 5b) and this is quite reasonable if we consider
that a seismic process is very complex phenomenon and debate about
its random character is still open (Geller et al., 1997; Kagan, 1997;
Parsons and Geist, 2012). However, despite the broadness of the power
spectrum of FEO time series, the presence of nonrandom features cannot
be excluded, since a seismic process cannot be regarded as a purely ran-
domprocess (Goltz, 1997; Iliopoulos&Pavlos, 2010;Matcharashvili et al.,
2000; Rundle et al., 2000).

Fig. 6 shows the CWT spectrogram for the original (Fig. 6a) and
shuffled (Fig. 6b) daily FEO time series. It is evident that the shuffled
time series shows a higher homogeneity in the temporal distribution
of the frequency componentswith respect to the original data; in partic-
ular, the original FEO time series are characterized by a frequency
spectrum more intense (darker areas in Fig. 6) from approximately
1990 to 2000 than in other periods.

Fig. 7 presents the annual variation of the CWT power, which was
calculated for one year time increments as an integral of the powers
of cyclic components in the signal between specified frequencies.
The CWT power for the hourly and daily FEO time series confirms con-
clusion, derived from analyzing the CWT spectrograms, namely, notice-
able changes of the distribution of frequency components between
approximately 1990 and 2000; furthermore, the comparison with the
CWT power for the shuffled FEO time series corroborates proposition
that such changes could not be purely random. In order to assess statis-
tical significance of observed changes in distribution of cyclic constitu-
ents in FEO data for different time periods, we used z_score testing for
original data and compilation of series of randomized data sets.

This often is a suitable way for correct evaluation of significance in
statistical differences between two data sets when multiple realization
of original data is impossible. Exactly, we generated 100 randomized
data sets from each original hourly and daily FEO time series. CWT cal-
culations have been performed for these randomized data series and
mean wavelet coefficients have been calculated for each year (Kravg).
z_score of the difference between wavelet coefficients of original time
series (Korig) and averaged values of Kravg is given by

z−score ¼ Kravg−Korig

��� ���� �
=σ r ;

where σr is standard deviation of the set of randomized data series. For
our calculations we took into consideration that distribution of cyclic
components in considered time series has internal nonrandom struc-
ture if z is larger than threshold value zt. Here we show results for
z_score≥2.3, what corresponds to higher than 99% significance level in
difference between Kravg and Korig (Bevington and Robinson, 2002;
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Fig. 6. CWT spectrogram of original (a) and shuffled (b) daily FEO data of filtered and nor-
malized FEO series calculated for the whole available frequency range. Source—declustered
Caucasian catalogue, 1960 to 2011.

Fig. 7. Power of CWT spectrum vs. time relation of FEO time series obtained from
declustered Caucasian catalogue, 1960–2011. a) hourly and b) daily time scales. Black
and white circles correspond to original and shuffled data. For better visibility of occurred
in original data changes, 3rd-order polynomial fit is shown by solid line.
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Sales-Pardo et al., 2007). Results in Fig. 8 clearly indicate that at certain
time periods in FEO time series spectral power of cyclic constituents
significantly differ from the level, which can be regarded as occurred
by chance.

Next, in order to assess the robustness of the obtained results against
the influence of possible noise, we filtered our FEO time series by using
two different de-noising techniques: 1) the Savitzky–Golay filter, and
2) the Singular Spectrum Analysis (SSA) decomposition (see Vautard
et al., 1992, for the mathematical details).

The Savitzky–Golay smoothing filter is a low-pass filter, which
approximates the data locally (corresponding to some user-chosen
window) with an nth degree polynomial, thus preserving up to the
nth moment of the data. Hence, it has the advantage over, for instance,
a moving average filter, in preserving of values of local extremes
(Press et al., 1997). The Savitzky–Golay smoothing filter has the charac-
teristic to better retain the high-frequency content of the signal
(Orfanidis, 2009). Fig. 9a shows the CWT power of the Savitzky–Golay
filtereddaily FEO signal. In Fig. 10a, is shown result of z_score calculation
of significance of difference between Savitzky–Golay filtered original
daily data and the set of its randomizations. From results in Fig. 9a, is
evident that the main features of the CWT power are retained after
used filtering procedure, what together with results in Fig. 10a, indi-
cates that our results shown in Fig. 7, are robust.

The SSA approach, which is very helpful to investigate slowly varying
oscillatory components buried in data sets of complicated and noisy
signals Vautard et al. (1992), can be also used to remove the noisy com-
ponents of a signal, retaining only those components that explain the
most of variance. The original FEO time series were decomposed by
using the SSA and reconstructed by adding the first 8–10 components
explaining at least 50% variance of the original signal, thus removing
Fig. 8. Z_score values of difference between original time series and randomized data sets,
a) hourly and b) daily time scales. Dotted line corresponds to 99% significance level.
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Fig. 9. Power of CWT spectrum vs. time relation of daily FEO time series obtained from
declustered Caucasian catalogue, 1960–2011. a) smoothed by Savitcky–Golay filtering
and b) reconstructed from the first 8 SSA components data sets. Black and white circles
correspond to original and shuffled data. Solid line is the 3rd-order polynomial fit.

862 T. Matcharashvili et al. / Tectonophysics 608 (2013) 857–865
the noisy components. These reconstructed time series contain many
different cycles with periods ranging from several hours to half year
andmore.Many of these cycles, which should indicate natural variations
of different origin, have been subject of intense investigation concerning
Fig. 10. Z_score values of difference between, a) Savitzky–Golay filtered original daily FEO
time series and the set of their randomizations, b) SSA-reconstructed daily FEO time series
and the set of their randomizations data sets. Dotted line corresponds to greater than 99%
significance level.
the possible influence of some forcings on the timing of earthquakes oc-
currence (Metivier et al., 2009). However, there are different argu-
ments pro and contra about such timing of earthquake triggering
(Kasahara, 2002; Metivier et al., 2009; Vidale et al., 1998, see also
references therein).

Fig. 9b shows the annual CWT power of the SSA-reconstructed daily
FEO time series and Fig. 10b presents result of z_score calculation of
significance of differences between SSA-reconstructed data and the set
of its randomizations. Similarly to the results shown in Fig. 9a and in
Fig. 7 there is a clear evidence that the frequency content changebetween
approximately 1990 and 2000 is not due to noise effects and that these
changes are significant (see Fig. 10).

Results obtained for hourly FEO data subjected to Savitzky–Golay
filtering as well as their SSA- reconstructions are similar to daily ones
and are not shown here.

Next, we applied the HHT analysis of the hourly and daily FEO time
series. Fig. 11 presents as an example of EMD the 15 IMF-s and the resid-
ual of the daily FEO time series. We can see that in all the IMFs, except
the 13th and the 15th one, the highest amplitudes are observed in the
period from about 12000 to 16000 days. The 13th IMF shows high am-
plitudes at the beginning of observed time interval at low frequency
(about 0.00075 1/day). The 15th IMF is characterized by a frequency
of approximately 0.00014 1/daywith approximately constant amplitude.
However, the amplitudes of 13th and 15th IMFs are low and theyweakly
contribute to the total energy of the original signal.

Therefore, we considered only the first 12 IMFs. We constructed the
histograms of the frequency content of the 2nd up to the 12th IMF of
the daily FEO time series in five consecutive segments of the whole ob-
servation period; such histograms are an estimation of the probability
density function of the frequency content. Fig. 12 shows that the
share of the low-frequency components is enhanced during the period
from about 1990 to 2001. The dominance of the low-frequency range
from about 0.01/day to 0.03/day is clearly shown in the 5th and 6th
IMF (Fig. 13), and from day 11000 to day 15000 (i.e. approximately
from 1990 to 2000). Therefore we further analyzed only this frequency
range.

Since IMFs have good time–frequency resolution (see e.g. Huang and
Shen, 2005; Huang andWu, 2008), theHilbert spectrumof the FEO time
series should reveal high energy in those periods where the IMFs have
high amplitude. Fig. 14 presents integral power derived from theHilbert
Transform of the 2nd up to the 12th IMF of the Caucasian daily FEO time
series for the frequency range between 0.01/day and 0.03/day. Here the
relationship of logarithm of the power vs. time actually represents the
marginal spectrum, which is in good agreement with the results of the
wavelet analysis of the daily Caucasian FEO data shown in Fig. 9. Signif-
icance of changes revealed by HHT analysis of daily FEO time series is
assessed in Fig. 15.

The Hilbert power spectrum of the hourly FEO data shows similar to
daily data increase of cyclic components for the time period from1990 to
2000. In order not too overburden text, graphs of these results indicating
changes in the frequency content of hourly FEO data from about 1990 to
about 2000, are not presented here.

Fig. 16 shows the temporal variation of the number of earthquakes
and that of the total seismic energy normalized to the yearly amount
of events from 1960 to 2011. Comparing Fig. 16 with Figs. 7, 9 and 14
we can see that the enhancement of strength of same periodic com-
ponents in the FEO data corresponds approximately to the decrease
of the seismic activity, started in late 1980s and continued for about
15–20 years. Obviously, this long lasting decrease can not be related
to the seismic quiescence prior to strongest recorded Caucasian earth-
quakes, Spitak and Racha, occurred in 1988 and 1991 respectively.
Our guess is that territory of Caucasus during this 15–20-year long peri-
od can be considered as an area of stress shadow, where the tectonic
stress was essentially released.

It seems also important to add here that the declustering procedure
performed on the seismic catalogue does not lead to essential changes
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Fig. 11. Original daily FEO data (first row) and their EMD decomposition. Last row corresponds to residual.
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in CWT power results. The time variation of the CWT power for the FEO
time series derived both from the declustered catalogue and from the
original one (not shown here) are very similar and this additionally in-
dicates adequacy of used data as well as robustness of the methods
applied.
2. Discussion

As it follows from results section WT and the HHT analysis shows
that though the content of cyclic components in the frequency of earth-
quakes occurrence distribution in general is uniform, for some time
periods the contribution of certain oscillatory modes may significantly
increase.

In order to discuss such increasewe should recall that the features of
earthquakes temporal distribution are conditioned by the peculiarities
of underlying stress changes of both tectonic as well as non-tectonic
origins.

According to the present concepts, from a dynamical point of
view the complicated process of tectonic stress change by its nature
is nonrandom though high-dimensional. Therefore, it is difficult to
assume that process of tectonic stress change itself may be a source
of found enhanced strength of cyclic components in earthquake tempo-
ral distribution. On the other hand, factors that often are regarded as
causing non-tectonic stress changes are much more regular—mostly
quasi-periodic. For example, the tidal forces, one of the non-tectonic
stress factors, consist of 505 to 27000 harmonics containing cycles
from hours to years and longer (Agnew, 2007).

Among frequency components which amplification is documented
in our results we indeed see well-known tidal constituents. For exam-
ple, it is reasonable to link the dominance of the low-frequency
Fig. 12. PDF of frequency components of daily FEO for different periods of observation:
diamonds-1960–1969, squares-1970–1979, triangles-1980–1989, circles-1990–2001,
asterisks-2002–2011.
components clustered around f = 0.03/day clearly shown in the 5th
and 6th IMF (Fig. 13) to the long-termMm (moonmonthly) constituent
with period 27.555 days (Agnew, 2007). The origin of components in
the vicinity 0.01/day is not so obvious. We can only guess that this
detail can be related to the effect of high-order synchronization
connected with Mm period, namely periods of the order of 3 Mm

(Chelidze et al., 2010). Besides, external impacts may not be only
tidal triggering. According to Iwata (2012) tidal triggering is insuffi-
cient to determine the response of seismicity to oscillating stress
changes, because the ranges of periodicities and amplitudes of stress
oscillation due to earth tides are limited. Therefore, other close to
quasi-periodicity stress influencing factors such as hydrological cycles,
oceanicwaves, atmospheric pressure, etc. should also be taken into con-
sideration (here it should be stressed that not any stress influencing fac-
tors can be quasiperiodic by origin e.g. seismic waves arriving from
remote large earthquakes (Iwata, 2012)).

According to recent knowledge provided by the theory of complex
systems, small external forces, when added at certain conditions, may
essentially influence dynamical peculiarities of processes in a complex
system (Chelidze and Matcharashvili, 2007; Meyers, 2009; Rundle
et al., 2000; Strogatz, 2000). From this point of view at certain condi-
tions small cyclic forcings may be regarded as a cause of essential
changes occurring in the seismic process. Moreover such changes may
trigger series of events, when a tectonic system is close to critical
conditions. This was clearly demonstrated in laboratory experiments
on triggered/synchronized stick-slip processes (Chelidze et al., 2006,
2010). It is obvious that changes in the seismic process caused by con-
tinuousweak external impactsmay occurmainly at special stress/strain
and periodicity conditions which do not always exist. Thus, all men-
tioned above, more or less quasi-periodic weak forces (weak compared
to tectonic forces) in fact may cause an increase of the power of certain
cyclic components in the time dynamics of the complex seismic process
at certain systems conditions (Pikovsky et al., 2003; Strogatz, 2000).
Fig. 13. Variation of frequency content of IMF 5 and IMF 6 in daily FEO throughout the
observation period.
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Fig. 14. Log Power vs. time relation of Hilbert Energy Spectrum of daily FEO time series.
White circles correspond to Hilbert Energy Spectrum of shuffled data. Solid curve
3rd-order polynomial fit.

Fig. 16. a) Number of M N 3.0 earthquakes occurred yearly and b) released yearly seismic
energy in Caucasus from 1960 to 2011 normalized to the yearly amount of earthquakes
from declustered catalogue. Solid curve is the 3rd-order polynomial fit.
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We found that conditions, when the increase of the power of cyclic
components may occur (Figs. 7, 9, and 14) correspond to the decrease
of the local seismic energy release (Fig. 16). This could be explained
by the fact that increased seismic activity means more inter-correlated
system; contrarily to this, during the decrease of seismic activity,
the tectonic system could be less inter-correlated and thus closer to
randomness. In this last case, unstable periodic orbits of the consid-
ered dynamical system can be easier trapped by different imposed
external cycles that indeed strengthen certain cyclic components.
Our earlier findings of fragment asperity interaction support conclusion
about changed inter-correlations in tectonic system during different
stages of seismic cycles. Indeed, from the nonextensive analysis of
Caucasian earthquakes magnitude distribution it was concluded that
during relatively quiet time periods (when earthquakes of small magni-
tude occur) the orderingwithin the system of fault fragments decreases
(Matcharashvili et al., 2011). During these periods, when accumulated
stress energy is supposedly released mostly through the relative move-
ment of small fragments, the amount of accumulated stress is relatively
small and thus correlated behavior of the whole system can not yet be
initiated (Chelidze and Matcharashvili, 2007; Matcharashvili et al.,
2011). At the same time, it is obvious that dynamics of a random and
less correlated system makes possible for certain internal cycles to be
easier trapped and amplified by external periodic influences; strength
of some cyclic components in time evolution can be increased. Contrari-
ly to this, when strong earthquakes are in preparation (like in 80th of
last century in Caucasus) the system becomes much more correlated
and the external cycles would not reveal their influence on local earth-
quakes time evolution.

In other words we assume that in the periods of released tectonic
strain (stress shadow effect after strong earthquakes) increases, which
promotes triggering and synchronization of seismic events by weak
Fig. 15. Z_score values of difference between Hilbert power of daily FEO time series and
the set of its randomizations data sets. Dotted line corresponds to 99% significance level.
external forcing. This pattern is known in synchronization theory as
Arnold's tongue phenomenon (Pikovsky et al., 2003). The Arnold's
tongue effect has been confirmed in laboratory stick-slip experi-
ments with superimposed periodic forcing (Chelidze et al., 2006),
which means that the same phenomenon can be expected at the
earthquake scale also.
3. Conclusions

We investigated data on frequency of earthquakes occurrence in
Caucasus from 1960 to 2011 at different time scales. Features of the
frequency content of analyzed data as well as the time variability of
their cyclic components were investigated by means of the WT and
the HHT. It was shown that the time series of frequency of earth-
quake occurrence does not reveal presence of leading cycles. At the
same time the temporal distribution of the power of weak cyclic os-
cillatory modes is not uniform and varies significantly during certain
periods. Our analysis indicates that generally, the enhancement of dif-
ferent cyclic components coincides with the time periods of decrease
in the amount of released local seismic energy.
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